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Problem: 
Vast collections of images...



Problem: 
Vast collections of images...
but virtually no useful metadata

Need automated methods to associate semantic level 
metadata with images



Approach: Images to object-graphs

Goal: Construct graphs to approximate the manifold 
structures induced by objects in images.

Input: millions of images Output: graph encoding 
“object-instance” appearances

unsupervised



An example...





Rest of this talk is about...

● building “object” graphs
● using “object” graphs



Overview

● Background
● Construction

○ Image-region graph
○ Large-scale image-matching for manifold learning

Why some local feature matching pipelines are are better for building manifolds

● Applications
○ Fine-grained semi-supervised object recognition
○ Image-collection visualization

● Bonus Topics
○ Cloud computing for researchers

When to use the cloud and some tools to make it easier...



Object-recognition has many sub-
problems...
here we focus on these three:



Fine-grained object recognition is an 
open problem



Vision and manifolds

Object AppearanceObject MotionCamera Motion

All possible images!

Low-dimensional transformations induce a high-dimensional space of images
 

6D pose 6D pose (+ deformation) Color, texture, lighting, variations...
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Vision and manifolds...

Object AppearanceObject MotionCamera Motion

All possible images!

Low-dimensional transformations induce a high-dimensional space of images...
 

6D pose 6D pose (+ deformation) Color, texture, lighting, variations...

Lo
w

-D
im

en
si

on
H

ig
h-

D
im

en
si

on Recovering the manifold structure could 
be useful for many vision problems!



Questions

Given a sample of images, how to discover...
● What objects exist?
● Which objects are related?



Questions

Given a sample of images, how to discover...
● What objects exist?
● Which objects are related?

Q: What is an object?
A: Entities with consistent geometric structures that appear repeatedly in different 
scenes but under variations in texture, color, lighting, scale / viewpoint.

Sky, Concrete, Water, Grass

Toothbrush, iPhone, Pineapple



Questions

Given a sample of images, how to discover...
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● Which objects are related?

Q: Where do images come from?
A: 



Questions

Given a sample of images, how to discover...
● What objects exist?
● Which objects are related?

Q: Where do images come from?
A: Marketing Photos

Web Search

Vacation Photos



Where do images come from?

Pick
Pick objects from 

an ontology

Place
Place the objects 
and the camera in 
some new scene

Perturb
Perturb the 

geometry, color, 
texture, lighting 

conditions

Proposal: An object-oriented model of image generation... let's call it "P3".



Where do images come from?

Pick
Pick objects from 

an ontology

Place
Place the objects 
and the camera in 
some new scene

Perturb
Perturb the 

geometry, color, 
texture, lighting 

conditions

US British

Public 
Telephone

Telephone



What can we hope to recover from images? 

Object Discovery: 
What set of objects exist 
to pick from?

Ontology Learning: 
How might objects be 
related by the "is-a" 
relation?

Object Context: 
Which objects tend to 
appear together?

Class Variation: 
What properties are 
constant and which vary 
across instances of the 
class.

Pick
Pick objects from 

an ontology

Place
Place the objects 
and the camera in 
some new scene

Perturb
Perturb the 

geometry, color, 
texture, lighting 

conditions



What makes a good graph?



What makes a good graph?

● Clustering = Object Detection



What makes a good graph?

● Label Diffusion = Object Annotation

Prius

Parking 
Meter



Label propagation



How to build such a graph?

● Local Image Feature Matching
Detects shared structure under many transformations



Label:
Starbucks Logo

Predicted Label:
Starbucks Logo

Predicted Label:
Starbucks Logo

Direct use of Image-Graph can cause label mixing...



An Image-Region-Graph reduces label mixing...



Evaluation metric

How well does a given graph approximate the true object 
manifold?

1. Propagate labels on the graph
2. Predict labels for instances with known-labels

a multi-class classification task

3. Compute confusion-matrix
and related metrics precision, recall, f-score

Precision

Recall
F-Score



Review

● Image Region Graph
○ Approximates object manifolds

● Applications
○ Object detection, localization, segmentation

Given just image pixels

○ Soft-classification, image annotation
Given many image pixels and very little metadata

● Evaluation metrics
○ Label propagation

Precision, Recall, F-Score



Clustered Image Region Graph
Construction
Example follows... 











Clustered Image Region Graph
For algorithm, see thesis
For code, see github

https://stacks.stanford.edu/file/druid:hp119st5068/kh_thesis_v06_adobe-augmented.pdf
https://github.com/heathkh/iwct


Design space: Local image-feature 
matching pipelines 



Design space: Local image-feature 
matching pipelines 

Which feature-matching techniques best capture the 
local metric structure of the object-manifold?



Design space: Local Image-feature 
matching pipelines 

Keypoint Invariance
● Scale + Trans 
● Scale + Trans + Rotation
● Affine 

Content Based Image Retrieval
● Full Representation (ANN)
● Bag-Of-Words (Quantization)
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Design space: Local Image-feature 
matching pipelines 

Keypoint Invariance
● Scale + Trans 
● Scale + Trans + Rotation
● Affine 

Content Based Image Retrieval
● Full Representation (ANN)
● Bag-Of-Words (Quantization)



Which local keypoint type is best? *

* For the task of approximating the local metric structure of object-manifolds



Which CBIR method is best? *

* For the task of approximating the local metric structure of object-manifolds



Measuring end-to-end performance 
is important

Observations (perhaps surprising)

● Simpler keypoint detection actually better
3 DOF > 4 DOF > 6 DOF

● Full-Representation CBIR better than Bag-
Of-Words CBIR
Much better results in similar runtime



Applications

● Fine-grained semi-supervised object 
recognition

● Image-collection visualization



Fine-grained semi-supervised object 
recognition



Dataset: TIDE



Dataset: TIDE+Holiday



Precision





Recall





Rigid objects are easier...



Success!



Fail:
Confused with similar object



Fail:
Incomplete ground truth



Fail:
Leaking labels



Fail:
Localized... but wrong label



Is this performance good?

Yes: much higher precision across all objects 
(though lower recall on non-rigid objects)

Baseline Comparison: State-of-the-art texture features + SVM by Pintos*

* Nicolas Pinto, David D Cox, and James J DiCarlo. Why is real-world visual object recognition hard? PLoS computational biology, 4(1):e27, 2008.

Transductive, Localization + Classification Discriminative, classification only



Is the region-graph better than just 
image-graph?

Yes: higher precision, and similar or better recall



Image-collection visualization



Visual-hyperlink browser

video

http://www.youtube.com/watch?v=2jPc_luMu3c
http://www.youtube.com/watch?v=2jPc_luMu3c
http://www.youtube.com/watch?v=2jPc_luMu3c


Stratified summary graph

Observation: Build environments (cities, buildings) can 
induces linear structures

video

http://www.youtube.com/watch?v=J4QvC0Lzedw
http://www.youtube.com/watch?v=J4QvC0Lzedw
http://www.youtube.com/watch?v=J4QvC0Lzedw




Cloud computing... for researchers

When to use the cloud and some tools to make it easier...



My tools for the cloud...

EC2 MapR Hadoop

Cirrus Cluster

Deluge PERT CMake 
Snap

Image Webs Cloud Toolkit

IWCT Virtual Appliance
(Virtual Machine Image)

Plan to release as standalone 
projects on github

Released on github

https://github.com/cirruscluster/cirruscluster


Cirrus Cluster

demo

http://iwct.dasgizmo.net/
http://iwct.dasgizmo.net/


Deluge: 
Example Map Reduce pipeline



Deluge:
Param Tune Map Reduce pipeline



Should I use the cloud for my 
research?

Pro
● Others can easily 

reproduce your results
● Analyze large datasets
● Cheap and getting 

cheaper!

Con
● Change expense model 

from hardware to service
● Change workflow model

○ Intermediate results remain in the cloud



Thanks





Appendix: 
IWCT image matching pipeline



Cloud computation is practical!

● Experiment conditions
○ input: 5,000 images
○ processing: 250,000 geometric verifications
○ resources: 6 c1.xlarge EC2 instances

● Cost
○ Time: < 1 hour
○ Money: < $3







Appendix:
Object-recognition results viewers



Tide V2.0 Evaluation - IG

Confusion Matrix
● Drilling down...

○ Success Cases
■ starbucks_logo
■ thinker
■ nasa_spaceshuttle
■ monarch_butterfly

○ Failure Cases
■ vwbug labeled prius
■ violin labeled nasa_spacechuttle
■ thinker labeled unknown

http://graphics.stanford.edu/~heathkh/webscratch/tide_v08_confusion_matrix_viewer.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08_confusion_matrix_viewer.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_starbucks_actual_starbucks.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_starbucks_actual_starbucks.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_thinker_actual_thinker.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_thinker_actual_thinker.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_nasa_spaceshuttle_actual_nasa_spaceshuttle.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_nasa_spaceshuttle_actual_nasa_spaceshuttle.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_monarch_butterfly_actual_monarch_butterfly.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_monarch_butterfly_actual_monarch_butterfly.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_prius_actual_vwbug.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_prius_actual_vwbug.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_nasa_spaceshuttle_actual_violin.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_nasa_spaceshuttle_actual_violin.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_unknown_actual_thinker.html
http://graphics.stanford.edu/~heathkh/webscratch/predicted_unknown_actual_thinker.html


Tide V2.0 Evaluation - IRG

Confusion Matrix
● Drilling down...

○ Success Cases
■ kfc logo
■ monarch_butterfly
■ peacock
■ r2d2
■ tmp

○ Failure Cases
■ kfc logo labeled unknown 

http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/tide08_irg_confusion_matrix_viewer.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/tide08_irg_confusion_matrix_viewer.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_kfcsanders_logo%20actual_kfcsanders_logo.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_kfcsanders_logo%20actual_kfcsanders_logo.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted%20_monarch_butterfly_actual_monarch_butterfly.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted%20_monarch_butterfly_actual_monarch_butterfly.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_peacock_actual_peacock.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_peacock_actual_peacock.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_starwars_r2d2_actual_starwars_r2d2.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_starwars_r2d2_actual_starwars_r2d2.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_kfcsanders_logo_actual_unknown.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_kfcsanders_logo_actual_unknown.html
http://graphics.stanford.edu/~heathkh/webscratch/tide_v08/irg/predicted_kfcsanders_logo_actual_unknown.html




Appendix: TIDE dataset



Characterization of TIDE dataset

● TIDE object classes are "fine-grained"
● TIDE is only fine-grained dataset large 

enough for semi-supervised learning
● TIDE is not artificially 'easy'



TIDE is “fine-grained”



TIDE is a dense sampling
Provides ~ 6x more semi-supervised instances per object



TIDE is not an 'easy' dataset

Benchmark method
V1-like features + SVM from "Why is Real-World 
Visual Object Recognition Hard?" By Nicolas Pinto, 
David D. Cox and James J. DiCarlo (2008)

● As good as far more complex state-of-the-art 
methods

● Quality source code available

A state-of-the-art benchmark method finds TIDE-10 "difficult" ( 40% precision, 10% recall)

http://www.ploscompbiol.org/article/info:doi/10.1371/journal.pcbi.0040027
http://www.ploscompbiol.org/article/info:doi/10.1371/journal.pcbi.0040027




Appendix: 
Feature Matching Tips and Tricks



RootSIFT *

● Trivial transform of standard SIFT descriptor
● Significantly improves matching
● Why it matters

○ Accurate alternatives to L2 distance preclude 
accelerated search techniques

○ RootSIFT distance = L2 on normalized descriptors... 
Use existing search acceleration tools!

* Arandjelovic, Relja, and Andrew Zisserman. "Three things everyone should know to improve object retrieval." Computer Vision and Pattern 
Recognition (CVPR), 2012 IEEE Conference on. IEEE, 2012. (PDF)

http://www.robots.ox.ac.uk/~vgg/publications/2012/Arandjelovic12/arandjelovic12.pdf


RootSIFT Example
Standard Sift
(no model found) 

RootSift
(model found) 



Full-Representation CBIR is better *

● Motivation for BOW was to compress index 
to fit in RAM of a single machine
○ At large scale... must span many machines anyway

● Cost of compression is quantization noise
○ Much effort spent trying to recover lost performance

* Aly, Mohamed, Mario Munich, and Pietro Perona. "Indexing in large scale image collections: Scaling properties and benchmark." Applications of 
Computer Vision (WACV), 2011 IEEE Workshop on. IEEE, 2011. (PDF)

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.186.8814&rep=rep1&type=pdf


AC-RANSAC is major improvement

● Standard RANSAC is brittle
○ Performance sensitive to a set of coupled 

parameters
■ No fixed set of parameters suitable for range of 

object classes
● AC-Ransac *

○ Uses a-contrario principle to select suitable 
RANSAC parameters for each candidate pair

○ One (interpretable) parameter to rule them all!
■ Expected Number of False Alarms (NFA)

* Rabin, Julien, et al. "MAC-RANSAC: a robust algorithm for the recognition of multiple objects." Proceedings of 3DPTV 2010 (2010). (PDF)

http://hal.archives-ouvertes.fr/docs/00/46/70/45/PDF/MAC_RANSAC_final.pdf




Appendix:
What was wrong with initial design?



Problem: Matching pipeline didn't scale

Tide V1.0

Tide V2.0

10 objects : 20,000 images
  2000 positive instances
  2000 relevant instances
  16000 distractors

23 objects : 313,942 images
  4600 positive instances
  23000 relevant instances
  208658 distractors



Model of correct / incorrect edges 
through matching pipeline...

CBIR precision improvement over "random chance"

Given an image dataset sampled uniformly from N object classes...

Ratio of 
Correct / Incorrect

 Edges



Model of correct / incorrect edges 
through the image web pipeline...

CBIR improvement over "random chance"

Given an image dataset sampled uniformly from N object classes...

Ratio of 
Correct / Incorrect

 Edges

To preserve performance while scaling...
● Increase CBIR performance 
● Increase Geometric Verification performance



Swap out components
Works well on

TIDE V2.0

Take matching engine apart

Improving image matching pipeline...

Doesn't work well on
TIDE V2.0



Image matching pipelines upgrades...

TIDE
Dataset Evaluation

"Instagram" border removal
● Border detectors
● 5% crop

Cluster Geometry
● High-CPU instance types
● New HPC instance types

Geometric 
VerificationCBIR

Feature matching criteria
● Fixed distance
● Lowe's Ratio Test
● AC Background DB
● k-NN

Doc Scoring
● Count
● Adaptive

Score Normalization
● None
● NRC

ANN Search
● FLANN + single thread
● FLANN + Intel TBB
● FLANN + Boost Thread Pool

RANSAC
● Standard RANSAC
● Mesh-RANSAC
● AC-RANSAC

SIFT Distance Metrics
● Circular Earth Mover 

Distance
● RootSIFT

Geometric Re-Ranking
● WGC (S)
● WGC (S+T)
● Smoothness

Compute 
Infrastructure

Construction Strategies
● One shot Top N
● Iterative by CBIR score
● Iterative by CBIR rank
● Motif expansion

Graph eval tools
● Edge count stats
● Edge confusion 

matrix viewer
● Image graph viewer
● Label propagation 

simulations

CBIR Stage Eval
● Precision alone
● mAP on TIDE
● Confusion matrix

GeoVerifcation Stage Eval
● All-pairs graph on 

single TIDE class

MAPR
● v 2.0.0
● v 2.1.1

Custom built tools
● Cirrus - Launch cluster
● Deluge - Hadoop flows
● CMakeSNAP - Simpl



Main Improvements

Geometric 
VerificationCBIR

images
edge 

candidates edges

Bag-Of-Words
Representation RANSAC

Quality* of edge candidates 
generated generated 
decreases rapidly with dataset 
complexity... *(absolute number and 
proportion that are within-class)

Method

Problem No fixed set of parameters 
that achieves good precision 
and recall across object 
classes and dataset size.



Main Improvements

Geometric 
VerificationCBIR

images
edge 

candidates edges

Bag-Of-Words
Representation RANSAC

Full
Representation AC-RANSACMethod

Advantage No quantization noise Adaptive parameter selection 
and more meaningful match 
quality metric

ROOT-SIFT distance metric1

2 3


